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Formal Description of Lexical Semantic Relations
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National Taiwan Normal University

Lexical semantic relations have played an importaole in the recent
developments of Natural Language Processing andpGational Lexical Resources
as well. This paper reviews the notion of lexiehsntic relations in the WordNet-like
lexical resources, and proposes a formal modelfrigxical semantic relations using
the extended Formal Concept Analysis. | believe: the proposed formalization will
be able to highlight problems with regard to lekiaad cultural gaps, and serve as a
foundation for solutions that support lexical thetaral explorations and applications
for multilingual wordnets in the future.
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1. Introduction

In recent years, computational lexical semantics leen recognized as a crucial
research field for many Natural Language Proceg®ihgP) tasks, such as word sense
disambiguation, semantic roles labeling, and omgtpleearning. In particular, there
has been an increasing focus on lexicon-driven odetlogy. Research programs,
whose goal is the construction of large-scale xs; are all facing with the issues of
the appropriate representation structure for cfierfacets of lexical semantic
information.

Baldwin (2006) reported three main approachesxica semantic categorization:
attributional semantic categorization, semanticsteting, and relational semantic
categorization. Among these main approaches teadésemantic categorization, the
relational approach — to capture correspondencegebe lexical items by way of a
finite set of pre-defined semantic relations —rishably the least explored. However,
in the past few years, lexical knowledge base whsgstematizes lexical and
conceptual information of human knowledge has b&camgeneric language resource
for Natural Language Processing applications. Amdhg emergent language
resources, wordnets, pioneered by the PrincetondM&tr (Fellbaum 1998), and
greatly enriched by EuroWordNet (Vossen 1998), hdwes become the de-facto
standard for a lexical knowledge base enriched \eiical semantic relations. In
addition to the multilingual architecture designExfroWwordNet, there are different
computational proposals to construct the expansmnmonolingual wordnets to
parallel wordnet systems, such as Pianta and Giré2802). However, the
construction of multilingual wordnets eventuallycés the challenge of so-called
low-density languages. Low-density languages, g®sgd to high-density languages,
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usually refer to languages which do not have enoeglsting resources for
semi-automatic construction of monolingual wordnets

By presuming that the essence of lexical semamtiations (LSRs) are more
universal than word sense in human languages, queworks (Huang et al. 2002,
2003, 2005) proposed a parallel wordnet bootstrapmstrategy based on one
monolingual wordnet and a set of presumed crogs#ihLSRs rules. Following the
line of thought, we (Hsieh et al. 2006) performedirst large-scale experiment of
LSRs acquisition, which has yielded promising ressuih order to make the model
implementable by all the other low density langusageformal and solid foundation is
urgently needed. This motivates our current study.

In what follows, Section 2 gives a brief summaryl@fical semantic relations
from different perspectives. Section 3 explains riddations in computational lexical
knowledge database, which are the main focus sfdtidy. In Section 4, | propose a
notion of LSR algebra along with the extended Foi@@ncept Analysis approach to
the mathematical modeling of lexical semantic refe&t. | conclude this paper in
Section 5.

2. Lexical semantic relations: An overview

Lexical semantic relations (LSRs) have been explaranany disciplines, such as
linguistics, anthropology, cognitive science, datbdesign and artificial intelligence.
This section presents a brief summary of lexicahasic relations from different
perspectives.

2.1 Classification of semantic relations

If a semiotic stance is taken in thinking lexicalrsntics, meaning will arise from
the differences between signifiers. Saussure ([L9B83) emphasized that these
differences were of two kindsparadigmatic (concerning substitution) and
syntagmatic(concerning positioning). Paradigmatic relatiomsdhbetween words of
which the meaning is related in some systematicsw@yten they belong to the same
syntactic category, as e.qidte, short letter, line, billgt In contrast, syntagmatic
relations are based on the co-occurrence of wotitthéva sentence, like collocations.

From the logical point of view, various types ofr@atic relations which hold
between lexical units can be found. There are fasic types of semantic relations: 1.
Identity: LU; = LU, 2. Inclusion:LU; is included intoLU1, 3. OverlapLlU; andLU,
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have a non-empty intersection, but either one isimduded in the other, and 4.
Disjunction:LU; andLU, have no common elemeht.

From the lexical configuration point of view (Dablg 1994, DIN32705 1987),
semantic relations can be classified into hieraadhand non-hierarchical relations.
Two major types of hierarchical relations are cqioal orderings (also called 1S-A
relation, taxonomy, class inclusion, hyponymy, wpey-ordination), and meronomies
(also called part-whole relatioh)Some other relations that evolve from hierarchies
are coordination (relations between co-hyponymsclvighare the same immediate
superordinate), attribution (sometimes called haslation).

Among non-hierarchical relations, two functional lateens are mainly
distinguished, synonymy (overlap in semantic confesnd the different forms of
oppositions (such as antonymy). Functional relatiowhich are analogous with
syntagmatic relations, form network-like orderinggjch as the semantic case
relations (agent, instrument, patient) of a verbthini a sentence, and the
Entity-Relationship-Model of database theory. Opmmss, which are binary
sequences, form linear orderings (non-hierarchical)

2.2 Lexical relations and ontological relations

Another important discussion with regard to LSRgd&s centers around the
lexicalization of LSRs. Previous works of lexicahsantics like Cruse (1986) tried to
define LSRs by certain ‘linguistic tests’, which neemeant to provide the lexical
evidence of LSRs. Following this linguistic apprbatche EuroWordNet project
(Vossen 1998) has proposed a complete list ofngegbrocedures in determining
LSRs between lexical units, and has successfullgplamented in the resulting
multilingual wordnets. The following is an exampéken from the project document
(Climent et al. 2006).

! These are callecbngruence relations Cruse (1986).

% In some cases, these two relations areeasy to distinguish. For example, should “compateti
linguistics” be called a part of linguistics or iad of linguistics? However, the philosophical dielsa
on these issues are not the focus of this paper.
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(1) An example from a project document (Climent eR8D6)

Test
Comment General meronymy for nouns
Score Test sentence
Yes a (a/an) X makes up a part of (a/an) Y
(a/an) Y has (a/an) Xs
No b the converse of the a) relations
Conditions X and Y are concrete nouns and are preésd
generically
Effect X HAS\ HOLONYM Y

Y HAS\_MERONYM X

On the contrary, in the current studies of formatotogies® ontological relations
that have been investigated, such as cause-efflations, product-producer relations,
co-existence relations, temporal and spatial katgti qualia structure relations in
Generative Lexicotheory (Pustejovsky 1995), focus more on theiicabfeatures at
the conceptual rather than the lexical level.

In this paper, | focus only on the relations readizn the lexical knowledge base.

3. Relations in thelexical knowledge base

A lexical knowledge basas a general repository of knowledge about lexieal
concepts and their relationships. It contains kEximformation extracted from
machine-readable dictionaries, corpus, data manoatlained from humans. Lexical
semantic relations constitute the central elementthie organization of lexical
semantics knowledge bases. In particular, they bae® mainly used to structure the
lexicon in the hierarchical organization. They halveen extensively used and
evaluated in the computational lexical knowledgesehbasuch as WordNet and
EuroWordNet.

3.1 WordNet

Now | first look more closely at WordNet, an onditexical knowledge base for
English developed at Princeton Universiturrently, WordNet contains a large set
of noun, verbs, adjectives, and adverb synonymeh eapresenting a lexicalized
concept. Words with synonymous senses are allodatedo-calledsynset(synonym

% For example, The Suggested Upper Merged OntolBMO), http://www.ontologyportal.org
* http://wordnet.princeton.edu/
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se), which is regarded as the building block in WoetiNEach synset in WordNet is
linked with other synsets through various kindgafadigmatic semantic and lexical
relations. It is noted that paradigmatic semarmiations (e.g., hypernymy, antonymy)
are defined betweeconcepts(i.e., synsets), while lexical relations (e.g.adation)
are defined betweenords Table 1 shows the basic relations statistics ofdMet.

Table 1. WordNet 1.6 lexical semantic relations stestics

WN code Relation's name Count POS
! Antonymy 24608 N, V, Adj, Adv
@ Hypernym 78446 N, V
~ Hyponym 78446 N, V
#m Member holonym 11849 N
%m Member meronym 11849 N
#s Substance holonym 709 N
%s Substance meronym 709 N
#p Part holonym 6883 N
%p Part meronym 6883 N
* Entailment 427 \%
122922

As shown, WordNet contains mostly paradigmatictiefe, i.e., relations among
synsets with words belonging to the same part-eésh. It is noted that from
WordNet 2.0, the cross-POS links calledorpho-semantic links have been
introduced. This extension specifies the relatame®ng words (synset members) that
are semantically similar and morphologically redat@Miller and Fellbaum 2003).
Most of these links connect words with differentntactic classes (noun-verb,
verb-adjective, noun-adjective). Currently, thenee about tens of thousands of
manually encoded connections, linking derivationadllated words. The example is
shown in (2).

(2) Manually encoded connections among derivationaligted words

abandon\#vl - abandonment\#n3
rule\#v6 - ruler\#nl
catch\#v4 - catcher\#n1l

However, what WordNet does not currently inform athis the semantic nature of
these relations. For example:
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(3) Semantic relation
abandonment\#n3 is the EVENT of abandon\#
ruler\#nl is the INSTRUMENT of rule\#v6
catcher\#nl is the AGENT of catch\#v4

In order to make the semantic nature of the adderpimo-semantic links more
explicit, which is required for many NLP tasks, matudies have been proposed and
implemented in wordnets of different languages likeech (Pala et al. 2007), Zulu,
Bulgarian and Serbian (Koeva et al. 2008). Tab#hn@ws the semantic classification
of -er noun and verb pairs in Fellbaum et al. (2007)hwhie number of pairs given in
the right-hand column.

Table 2. Semantic roles ofer
semantic roles ofer number

Agent 2,584
Instrument 482
Inanimate agent/Cause302
Event 224
Result 97
Undergoer 62
Body part 49
Purpose 57
Vehicle 36

3.2 Toward a multiingual LSRs knowledge base

3.2.1 Background

My initial motivation for this study can be trackédck to the observation that, in
the context of globalization, language resourcesgglebal, too. The visioned new
generation of language resource has taken its sihapestatic, closed and locally
developed resources, to shared and distributedidagggservices. Language resources
reside over distributed places, and are choreogrhply agents presiding the actions
that can be executed over them, such as queryoipborative development and
validation, cross-resource integration and exchaogeinformation. This is a
long-term scenario based on content interopergbsitandards, sovran-national
cooperation and development of accessible architest enabling accessibility
(Huang 2006).
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Under this background, different strategies havenbgroposed tonultilingual
LSRs acquisitionHowever, copying or simpleorting LSRs from one wordnet to
another could possibly lead to invalid relationstime target wordnet. Tyfiand
Cristea (2002) conjectured thus the Hierarchy Pvasen Principle (HPP) for the
automatic import of most of the semantic relatitnasn Princeton WordNet into the
Romanian wordnet.

According to Tuf§ and Cristea (2002)'s explanation, HPP works aevd: if
two synsetsS1_sourceand S2_sourcein the source wordnet are connected by a
semantic relation R, and assume that targetandS2_targetare the correspondingly
aligned synsets in the target wordnet, then thdly bei linked by the relation R. If
there are intervening synsets betw&dn targetandS2_targetn the source wordnet,
then the relation R between the corresponding tangesets will be set up only if R is
declared agransitive(i.e., R+, unlimited number of compositions, e.gpérnym) or
partially transitive relation(i.e., Rk with k a user-specified maximum numbér o
compositions, larger than the number of interversggsets betwee81_targetand
S2_target

However, this approach presumes the synonomougspmmdence among pairs
like < S1 source, S1 target< S2 source, S2_targetand so on, which results in
the neglect of the complex algebraic propertiesSRs.

3.2.2 (Naive) bootstrapping CWN from PWN/EWN

With these considerations in mind, in building GGsa Wordnet (CWN), our
initial concentration was on the identification ashefinition of Chinese word senses,
mapping them with Princeton WordNet synsets, anekrg small subset of lexical
semantic relations (LSRs) marked. What needs tocdmeied out fully is the
comprehensive annotation of LSRs. It is presumedl éissences of LSRs amgore
universal than word senses in human languages. feoway that | have been
experimenting with is to bootstrap from PrincetorordNet (PWN) through the
ECTED (English-Chinese Translation Equivalents Dase) (Huang et al. 2002). A
new set of inference rules has been devised to/@xteact LSRs automatically rather
than manually. My preliminary works have shown tbabtstrapping approach can
not only enhance the shared upper lexical knowlaggeesentation but also retain
conceptual specificities in cross-cultural settifigsieh et al. 2006).

By bootstrapping PWN/EWN LSRs into CWN, | have labed the experiments
based on the methods mentioned. The scope cowevdr 10,000 senses currently
proposed in CWN, and vyields 36271 predicted retatioAn initial evaluation by
taking 40% of the whole relations yields 88% accuraAs one would expect, some
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of the lexical relations (such as derivative, paute, region domain) are mostly valid
cross-linguistically, which boils down to the impamt evaluation issue to be dealt
with: Which lexical relations turn out to be notbgect to automatic importing and
would require human validations?

If a solid LSR algebraic foundation could be bthitough PWN/EWN, which can
efficiently facilitate the checking of irregulags, then the bootstrapping approach
based on these should be a reasonable extensiotonstructing prototypical
multilingual wordnets. Figures 1 and 2 schemateegdrocess. For example, given the
rules 1— 2 and 2— 3, we can automatically get-% 4 on the local side, and-% 3
on the global side as well. For the languages satre resources (say, XWN), it also
saves time and effort in constructing wordnet-ligsources.

Figure 2. Multilingual wordnets bootstrapping (2)

This paper continues with the line of that reseanct provides a formal analysis
supported by empirical data from PWN/EWN/CWN.
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4. A formal approach to LSRs

Historically, the development of formal logic haseln closely connected with the
development of formal linguistics. Linguists usyatimploy set-theoretic models for
formal semantics of natural languages. HoweveRréss and Old (2004) proposed,
semantics of knowledge representation formalisrmsatso be first interpreted as an
algebra, which then further can be interpreted set-#heoretic structure.

To begin with, some definitions of basic algebraations are provided.

(4) Definition 1 Relatior)

Let A and B be sets,ralation Rfrom A to B is a subset éf x B, the Cartesian
product ofA andB. If (a,b)e R, we write aRb and say that “a is in relationdrut’.
A relation R on set A may have some of the follpwnoperties:

—R isreflexiveif aRa for all ac= A.

—R is symmetricif aRb implies bRa for all a,& A.

—R is antisymmetricif aRb and bRa imply a = b for agp A.
—Ristransitiveif aRb and bRc imply aRc for all a,lzCA.

4.1 Algebraic structure of wordnet’s LSRs

It has been observed that there are certain algelpeoperties among
paradigmatic lexical relations. For example, adekrelation is said to beansitive if
the fact that it holds between two elements A anéml also between B and some
third element C, guarantees that it holds betweamdC (Cruse 1986).
4.2 Lexical relational algebraic structure

Our previous study (Huang et al. 2002) proposedader view on thenderlying

inference logicof LSRs by stipulating 26 rules. For example, give= HYP, the
following formula is provided.
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(5) i= HYP formula

a. IF x=ANT

LSR y=HYP + ANT = ANT # CW?2 is the antan of CW1.
b. IFx=HYP

LSRy=HYP + HYP = HYP # CW2 is the hypgm of CW1.
c. IF x=NSYN

LSRy=HYP + NSYN = HYP # CW2 is the hypgm of CW1.
d. IFx=HOL

LSRy=HYP + HOL = HOL # CW?2 is the haiom of CWL1.
e. IF x = all other LSR's

LSR y = HYP + all other LSR's = ? #(Undecided

_ [ HEEH
v A
y = ANT -
-~
-~ x = ANT
~
~
e .
(shou) | thin (00936334A)
CW1=EW1 (i=0)
chubby (00935062A)=
A
y = NSYN g
~
P x = NSYN
~
BRRHY

feipangde
(feipang )I

fat (00934421A)

CW1 = EW1 (i=0)

Figure 3. Translation-mediated LSR (when TEs are synonymous)he unknown LSR y=0+x=x
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Similarly, giveni=HPO, we can have the following rules:

(6) Rules of=HPO
a. IF x=ANT

LSR y=HPO + ANT = ANT
. IFx=HPO

LSR y = HPO + HPO = HPO
. IFx=NSYN

LSR y = HPO + NSYN = HPO
. IFx=MER

LSR y=HPO + MER = MER
. IF x = all other LSR's

LSR y = HPO + all other LSR's = ?
Figure 3 schematizes this model given i =
inference rules is listed in Table 3.

Table 3. A set of inference rules of LSR’s

# CW2 is thetanym of CW1.

# CW2 is thpdnym of CW1.

# CW2 is thpbnym of CWL1.

# CW2 is thenonym of CWL1.

# (Urided)

synonyifilge complete set of

I X Y Bootstrapped Results
1 HYP ANT ANT {CW1, ANTONYM, CW2}
2 HYP HYP HYP {CW1, HYPONOMY, CW2}
3 HYP NSYN HYP {CW1, HYPONYM, CW2}
4 HYP HOL HOL {CW1, HOLONYM, CW2}
5 HYP all other LSRs undecided?
6 HPO ANT ANT {CW1, ANTONYM, CW2}
7 HPO HPO HPO {CW1, HYPONYM, CW2}
8 HPO NSYN HPO {CW1, HYPONYM, CW2}
9 HPO MER MER {CW1, MERONYM, CW2}
10 HPO all other LSRs undecided?
11 NSYN ANT ANT {CW1, ANTONYM, CW2}
12 NSYN HYP HYP {CW1, HYPERNYM, CW2}
13 NSYN HPO HPO {CW1, HYPONYM, CW2}
14 NSYN NSYN NSYN {CW1, NEAR-SYNONYM, CW2}
15 NSYN MER MER {CW1, MERONYM, CW2}
16 NSYN HOL HOL {CW1, HOLONYM, CW2}
17 HOL ANT ANT {CW1, ANTONYM, CW2}
18 HOL HYP HYP {CW1, HYPONYM, CW2}
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19 HOL NSYN HOL {CW1, HOLONYM, CW2}
20 HOL HOL HOL {CW1, HOLONYM, CW2}
21 HOL all other LSRs undecided?

22 MER ANT ANT {CWwi, ANTOMY, CW2}
23 MER HPO HPO {CW1, HYPONYM, CW2}
24 MER NSYN MER {CW1, MERONYM, CW2}
25 MER MER MER {CW1, MERONYM, CW2}
26 MER all other LSRs undecided?

To ascertain that this bootstrapping strategy edtétically sound and computational
implementable, the logical speculation of the iafee rules need strict proof and/or
more statistical evidences. For example, | couldilgefind instances in PWN where
<< CW1@EWL >, < EW1#s EW2>> => < EW2#s CW1> through such inference
seems instinctive.

This motivates me to propose further the notiorL8Rs Algebra The LSRs
Algebra proposed here covers not only the tradificadgebraic property already
known as Transitivity (e.g., HYPO; MERO) and Asynin@lity (e.g. HYPO,;
MERO), but also covers the lexical semantic distiidn of whole relation network by
extending the previous inference rules. By thisy meles with significance might be
extracted, such as< EW1(change state) TROPONYMY EW2 (thim) < EW2 (thin)
ANTONOMY, EW3(thicken)>> => < EW1 TROPONYMY EW3>. | will argue
that alattice theoretical approach to LSRs is a suitable stapioigt for formalizing
them.

4.3 LSRs modeling proposed via Formal Concept Anadys

In the following, | will introduce the main idead &ormal Concept Analysis
method, a formal way that has been used to moaleteptual hierarchies terms of
a special case ddttice, which is a special kind gfartial order relation

(7) Definition 2 @artial Order Relatiof
A reflexive, antisymmetric, and transitive relatiBnon a set A is called @artial
order (relation) In this case, (A, R) is called a partially ordéreet or poset.

5 The relation code used here can be referred te Tab
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(8) Definition 3 (attice)

A lattice is a structure consisting of a set A, a partiatier relation<, and two
binary operators? (meet; intersection) and (join; union), which satisfy the following
laws for all x, y, z L:

—(L1: communicative): Ky =ynX, XUy = yuUX;
—(L2: associative): x(ynz) = (Xny)nz,xu(yuz) =(Xuy)u z;
—(L3: absorption): xa (xuy) =X, Xu (Xny) = X.

Two applications of (L3), namely, xx = xn (X u (X n X)) = X, lead to the
additional law:

—(L4: idempotent): x X = X, XuX = X.

The Formal Concept Analysis (hereafter FCA) is eothi of data analysis in the
field of applied mathematics, which is based onrf&hematization ofonceptand
conceptual hierarchylt was introduced by a German mathematician Rudklle in
1982° Since it can identifyconceptual structuresmmong data sets, it has been
successfully applied to a broad variety of domansh as sociology, medicine,
computer science and industrial engineering.

The FCA method focuses on tlioncept Lattice Structureslso calledGalois
lattices arisen from binary data tables, which have bekowa to provide a
theoretical framework for a number of practical lgeons in information retrieval,
software engineering, as well as knowledge reptasen and management. One of
its best features is its capability of producingmirical visualizations of the inherent
structures among data. Due to this capability,am @also be used as a fit tool in
formalizing, revising and refining lexical databssthesauri and ontologiés.

Priss (2005) proposed that FCA as a methodologlate# analysis and knowledge
representation has the potential to be applied agows linguistic problems. For
instance, we can use FCA to build a lexical databdesaurus or ontology, visualize
conceptual structures in a lexical database, aeadgmantic relations and identify
inconsistencies among semantic relations in a dxiatabase.

To allow a mathematical description of extensiond iatensions, FCA starts with
the definition of gormal context

® The introductory part is mainly based on Wolff 89. For a more mathematical treatment of some
of the topics covered here, the reader is refetoeGanter and Wille (1999). A lot of relevant
publications can be found under_http://www.mathékthtdarmstadt.de/agsin both English and
German.

" See Priss (1998) for an analysis for WordNet ali(2002) for Roget's Thesaurus.
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(9) Definition 4 Formal Context

A formal context is a triple K := (G,M,l), consisg of two sets G and M, and a
binary relation | between G and M. Thatlis G x M. The elements of G and M are
called objects (Gegenstand@ndattributes (Merkmale) respectively. The relation is
written as glm or (g,m9 1 and is read as “the formal object g has the dttrie m”.

A formal context can be represented byr@ss tablethat has a row for each object
0, a column for each attribute, a cross in the row @f and the column ah of gim.

(10) Definition 5

For Ac G, we define
A'={meM |V geA: (g,mkl}
and, analogously, for B M,
B"={geG |V meB: (g,mkl}

So in Table 4, A’ {bus} = {four-tires plus, publiojl-burning} and B' {four-tires
plus} = {car, train, bus} both hold.

(11) Definition 6 Formal Concept
A pair (A, B) is a formal concept C of the formahtext (G, M, I) if and only if
AcG,BcM,A'=B,and A=B.

For a formal concept := (A, B), A is called theextent(denoted byExt(c) and B
is called thantent (denoted bynt(c)) of the formal concept. In the example of Table
4, ({car, bicycle, motorbike}, {private}) is a foral concept because A' {car, bicycle,
motorbike} = {private}, and B’ {private} = {car, lmycle, motorbike}.

The set of all formal concepts of a context K viltke order relatiort, denoted by
B (K) (or B (G, M, 1)), is called theconcept lattice of K. It is always a complete
lattice, i.e. for each subset of concepts, theralMgays a unique greatest common
subconcept and a unique least common superconEgpire 4 shows the concept
lattice of the formal context in Table 4 in therfoof a line diagram.

Concept lattices can be depictedias diagramsas in Figure 4, in which a formal
concept is represented by a small circle. For éachal objectg, the smallest formal
concept to whose extegtbelongs is denoted byg; and for each formal attributa,
the largest formal concept to whose intenbelongs is denoted byn. The concepts
yg and #zm are calledobject conceptind attribute conceptrespectively. In the line
diagram it is not necessary to include either theeixtent or intent for each concept;
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instead, the name (verbal form) of each formal atlgeis written slightly above the
circle ofum.

In a line diagram, the extent of a formal concepnsists of all objects whose
labels are attached to subconcepts. Analogousty,ntent consists of all attributes
attached to superconcepts. For example, the conabeledoil-burning has {car,
ambulance, motorbike, bus} as extent, and {oil-lmgntwo-tires} as intent. Based on
that, FCA method can be useful in concept learnirgge add more objects and
attributes. Figure 5 shows a more complex concapité of the formal context by
adding more objects.

The most important structure omB (G, M, 1) is given by the
subconcept-superconcept relatitrat is defined by

(A]_, Bl) < (Az, BQ) Z@Al - A2(<:> Bz (- B]_).

For example, in Table 4, ({car, bicycle, motorbikefprivate}) as a formal
superconcept of ({motorbike}, {four-tires minus, iyate, oil-burning}), has more
objects but fewer attributes than ({motorbike}, {ictires minus, private,
oil-burning}).

Table 4. A formal context of vehicles
| | two-tires | four-tires plus| public| private  oil-bung |

vehicle

car v v v
train v v

bicycle 4 4
ambulance v 4 4
motorbike | v 4 4
bus v v v

It follows from this definition that each formal meept is a formal subconcept of
itself, in contrast to the natural language ussuliiconceptwhich precludes a concept
from being a subconcept of itself. The relatieris a mathematical order relation
called formal conceptual orderinggn B (G, M, 1) with which the set of all formal
concepts forms a mathematical lattice denoteB @, M, I).

Until now, | have only illustrated the fomalizatia attribution relation(i.e., the
has-arelation between objects and attributes in a fbooatext). In the WordNet-like
settings, other LSRs can also be formalized inlamways.
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4.4 Fuzzy LSRs and Concept Lattice

The Concept Lattice has some other advanced feabwer other representatiochs.
However, the basic setting of FCA is well-suited &tributes which are crisp, i.e.,
each object either has or does not have the atribu my bootstrapping experiments,
human evaluation shows that many predicted LSR#uaey rather than crisp. That is,
in many cases, it is a matter of degree to whisjrset idexical-semantically related
to another synset.

i

[ mugll E@-tires plus) || 583 [ (ol burning)

£ F(private) |

“=H(public) “En(2-fires)

) (train)

173 E (amhbulance)
| TR (JUS)

Figure 4. A concept lattice represented by a lineidgram

8 More details of the FCA can be found in Ganter \fiite (1996).
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A

hicl
B (vehicle) Ml |(4-tires plus)

{53 [ EEoil hurning}::
Z:F(public)

L H(private)

£y
LY

—RH2-tires)

HEstreecar))

B iTH (hicycle)
|“l IJ
HEFHE (roller roaster)

e (motarbike) ®E (racing carj)

=

' AlAE (fire engine)

Figure 5. A more complex concept lattice

Therefore, in addition to logical considerationsialve also introduced the notion
of fuzzy lexical relationsas the solid empirical foundation of the propot&R
algebra. That is, the bootstrapped LSRs are coupidd weights expressing the
strength of associations based on the ration @kdlifrom Princeton WordNet (i.e.,
degrees are taken from the schléWordNet) of truth degrees. By putting FCA in
fuzzy setting, LSRs get no longer a binary valug, @ membership value between 0
and 1. Table 5 shows a bootstrapped table withgimtibes marked.

This extended FCA model can ease the task of atkoreaaluation of LSRs.
When several relations derived in the integratisacpss have confidence scores
greater than certain thresholds, the predicted L&Rg0 be determined, and can be
piped into manual verification. The results canoalse compared with human
evaluation. For the ease of browsing and manuatkihg, we also developed a
visualization interface (Figure 6; on the next page

° http://cwn.ling.sinica.edu.tw/cwnvizstill under construction.
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Table 5.PWN-CWN LSRs bootstrapping table

PWN-HYPONYMY synsetl synset2 synset3 synset4 sgnset

synsetl
synset2
synset3
synset4
synset5

/
e

/ /

CWN-HYPONYMYsynsetl synset2 synset3 synset4d g@$nse

synsetl
synset2
synset3
synset4
synset5

/

. (0.80)

/(0.45) /!

BEE KEED WRD BRE FEE IRD HHEQ

i Back! Resource T\,rpeiCWN -ALL

irERnEl - HEMEEE  FEESREMT

i 94~ T

s g fend

|v|  Content Tyne | 3C3alAR HNZTH

gl 01 - 3

MNa

PR

B

Sk AT s B -

SR ERAIR

AR TEA(0100), FEEE TER0I00), -

T AN0520)

HUHR

section, 03296757H, ;

Figure 6. Visualization of LSRs
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5. Conclusion

Lexical semantic relations offer rich linguistic danconceptual knowledge
information and are the most to fill in for wordee®hey are likely to be similarities
that can be duplicated from language to languageeSLSRs represent complex
knowledge, | assume that knowledge from differemgliages encoded in wordnets
also tends to compliment each other. On closerertggn based on my previous
experiments, however, one discovers that such fiarat@n is quite challenging to
obtain; it may be difficult to design a formalization th& both mathematically
appropriate and has a semantics which matchegudirs intuition.

In this paper, | propose a mathematical formalkwatof wordnet-driven LSRs
through the Formal Concept Analysis in the fuzzyirsgs. Though the FCA method
does not provide a complete axiomatic system foR4,Sit can facilitate the
investigation of the logic properties of these tieles, and discover the irregularities
in the implementation of LSRs in multi-lingual leal database. In addition, by
extending Concept Lattice to Fuzzy Concept Lattides automatic bootstrapped
repository of multilingual LSRs will become a cralcivorkable language resource for
relevant research fields. The process of formaiziklBRs with formal concept
analysis methods should be able to highlight probland serve as a foundation for
solutions that can support linguistic theoreticaplerations and applications for
multilingual NLP tasks in the future.
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